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SUMMARY

This paper is concerned with the implementation of variational arbitrary Lagrangian Eulerian (VALE) formulations, also known as variational r-adaption methods. These methods seek to minimize the energy function with respect to the finite-element mesh over the reference configuration of the body. We propose a solution strategy based on a viscous regularization of the configurational forces. This procedure eliminates the ill-posedness of the problem without changing its solutions, i.e., the minimizers of the regularized problems are also minimizers of the original functional. We also develop strategies for optimizing the triangulation, or mesh connectivity, and for allowing nodes to migrate in and out of the boundary of the domain. Selected numerical examples demonstrate the robustness of the solution procedures and their ability to produce highly anisotropic mesh refinement in regions of high energy density.

1 INTRODUCTION

The stable configurations of a hyperelastic body obey the principle of minimum potential energy. For dynamical and general dissipative materials, the incremental problem can also be recast as a minimization problem by recourse to time discretization [1, 2]. The corresponding finite element approximations then follow from a constrained minimization of the potential energy over the space of interpolants. However, strongly nonlinear problems, e.g., involving finite deformations or unstable material behavior, may lack uniqueness—or even existence—, e.g., as a consequence of buckling or material instabilities. In addition, the space of solutions may not have a natural linear space—much less normed space—structure, and the usual framework of error estimation fails to apply in general. By virtue of this variational structure, the quality of two solutions can be compared simply by comparing their respective energies. Based on this optimality criterion, a class of variational arbitrary Eulerian Lagrangian (VALE) methods can be formulated. In these approaches, the deformation and the optimal finite-element discretization follow jointly from energy minimization. The resulting energy is the lowest—and, therefore, the attendant solution is the best—among all allowed discretizations, e.g., of a prescribed number of nodes.
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The concept of using the underlying variational principle to optimize the discretization enjoys a long tradition dating back, at least, to [3, 4], in the special context of two-dimensional linearized elasticity. By contrast, the connection between mesh optimization and configurational or energetic forces ([5, 6]) has only been recognized recently [7–11]. Braun [7] computed the forces associated with a variation of the nodal positions in the reference configuration in a finite-element discretization and speculated on the possibility of computing such positions so as to attain configurational equilibrium. However, a full solution procedure was not proposed in that work. A variety of solution strategies have recently been proposed based on a steepest gradient algorithm [8]; conjugate gradients [9, 10]; and Newton’s method [11, 12]. Thoutireddy and Ortiz, in addition to optimizing the positions of the nodes in the interior and on the boundary, allowed for changes in the connectivity of the mesh. In particular, the connectivity of the mesh was changed during the optimization of the nodal positions so as to maintain a Delaunay triangulation at all times.

Despite the conceptual appeal of variational $r$-adaption, its robust numerical implementation is not without difficulty. One essential difficulty is that the resulting minimization problem is non-convex and possesses a multitude of local minima. These feature of the extended problem is common in shape and geometry optimization problems. In this work we develop a solution strategy based on a viscous regularization of the configurational forces, i.e., the system of forces conjugate to the location of the nodes in the reference configuration. This viscous regularization is designed to render the minimization problem well-posed while leaving its solutions unchanged. It can equivalently be regarded as the result of replacing the configurational equilibrium problem by a gradient flow. The resulting regularized problem can conveniently be solved by means of Newton’s method.

As noted previously [9, 10], in addition to optimizing the geometry of the mesh, i.e., the location of the nodes in the reference configuration, it is equally important to optimize the topology—or connectivity—of the mesh. Indeed, keeping the connectivity of the mesh fixed introduces strong topological—or locking—constraints which severely restrict the range of meshes that can be attained and, consequently, the quality of the solution. However, the determination of the energy-minimizing mesh connectivity for a fixed nodal set is a challenging discrete optimization problem. In two-dimensions, an upper bound on the number of different triangulation exists [13] and, consequently, a global minimum is guaranteed. However, the number of different triangulations increases exponentially with the number of nodes [13], and the global minimum cannot be computed in practice. Instead, we propose to modify the mesh topology by applying LAWSON flips [14–16] based on an energy criterion. Specifically, a flip is accepted if it lowers the energy of the solution. The algorithm terminates when all flips raise or leave unchanged the energy of the solution. While this strategy does not guarantee the attainment of the absolute energy-minimizing triangulation, it does identify local minimizers and is found to work reliably in practice.

Most implementations to date constrain the boundary nodes to remain on the boundary. However, this constraint again introduces strong topological obstructions that limit the range of attainable meshes. We overcome this limitation by allowing nodes to migrate in and out of the surface based on an energy criterion. In particular, we allow nodes to move from the boundary to the interior when the move decreases the energy. In order to achieve $O(N)$ complexity, we estimate the energy release associated with the migration of a boundary node to the interior by means of a local problem.

The structure of the paper is as follows. We begin by briefly reviewing the variational framework in §2. In §3 we proceed to formulate an extended energy-minimization principle by appending to the equilibrium problem the optimization of the nodal positions and mesh connectivity. In §4, a Newton solution procedure including a referential viscous regularization
is presented. In § 5 we address the problem of determining energy-minimizing triangulations or mesh connectivities. In § 6 we introduce an algorithm for allowing nodes to migrate in and out of the boundary of the domain. Finally, we close with some concluding remarks in § 7. In addition, examples are included in several sections that illustrate the range and performance of the various solution procedures.

2 THE PRINCIPLE OF MINIMUM POTENTIAL ENERGY

We consider a solid occupying a region \( \Omega \in \mathbb{R}^3 \) in its reference undeformed configuration. The body deforms under the action of applied body forces and tractions and prescribed displacements. The resulting deformation is described by the deformation mapping \( \varphi : \Omega \rightarrow \mathbb{R}^3 \), which is globally bijective and maps the position \( X \in \Omega \) of material particles in the reference configuration to their position \( x \in \varphi(\Omega) \) in the deformed configuration. Assuming sufficient differentiability, the local deformation is characterized by the deformation gradient \( F := \nabla \varphi \).

Throughout this paper we shall be concerned with the equilibrium problem

\[
\begin{align*}
\nabla \cdot P + B &= 0 \quad \text{in } \Omega, \\
\varphi &= \bar{\varphi} \quad \text{on } \partial \Omega_1, \\
PN &= \bar{T} \quad \text{on } \partial \Omega_2,
\end{align*}
\]

where \( \partial \Omega_1 \) is the displacement boundary; \( \partial \Omega_2 := \partial \Omega \setminus \partial \Omega_1 \) is the traction boundary; \( \bar{\varphi} \) is the prescribed value of the deformation mapping on \( \partial \Omega_1 \); \( P \) is the first Piola-Kirchhoff stress tensor; \( B \) is the body force density; \( N \) is the outward unit normal to \( \partial \Omega \); and \( T \) are the applied tractions. We additionally confine attention to hyperelastic materials. Consequently, the stresses follow pointwise as

\[
P = \partial_F W(F)
\]

in terms of the strain-energy density \( W(F) \). For simplicity, we shall assume \( W(F) \) to be at least twice continuously differentiable. Equations (1a) and (1c) are the Euler-Lagrange equations of the potential energy

\[
I(\varphi) := \int_{\Omega} W(\nabla \varphi) \, dV - \int_{\Omega} B \cdot \varphi \, dV - \int_{\partial \Omega_2} \bar{T} \cdot \varphi \, dA
\]

We shall be specifically interested in the stable configurations of the solid and we shall assume that such configurations are the minima of the potential energy. This variational characterization of the stable equilibrium points of elastic solids is referred to as the principle of minimum potential energy. We are thus led to the minimum problem

\[
\inf_{\varphi \in X} I(\varphi)
\]

where \( X \) is the configuration space of the solid. Extensive discussions on variational principles in continuum mechanics and their relation to stability may be found in [17].

3 VARIATIONAL \( r \)-ADAPTATION

Within the preceding variational framework, finite-element approximations may conveniently be characterized as constrained minimizers of the potential energy. While this connection is standard and well-understood, it may stand a brief review in the interest of completeness.
Before a finite element analysis can be performed, the domain of analysis must be defined. We shall assume that the domains of interest are triangulable topological polyhedra [18]. This assumption allows bodies to be described by their boundary, a representational paradigm known as Boundary Representation of Solids (B-Rep) in the solid modeling literature [18–21]. A boundary representation consists of: a topological description of the connectivity, incidence and adjacency of the vertices, edges, and faces that constitute the boundary of the body, together with a consistent orientation leading to an unambiguous determination of the interior and exterior of the domain of analysis; and a geometrical description of the surface of the domain. The boundary representation of the domain is particularly important in the present context, since the motion of the nodes in the reference configuration must ensure that the integrity of the boundary representation is preserved.

In addition to the geometrical description of the domain, we consider a discretization \((X_h, T_h)\) consisting of: an abstract simplicial complex \(T_h\), or triangulation (cf., e.g., [18]); and an array of nodal coordinates \(X_h := \{X_a, a = 1, \ldots, n_{\text{node}}\}\). We note that the information encoded by \(T_h\) is strictly topological. The node set is required to contain the vertex set of \(T_h\), but it may be larger than the latter. For instance, for ten-node quadratic tetrahedra the node set contains the mid-side nodes in addition to the vertex nodes. In general the node set will be attached to the cells of \((X_h, T_h)\), e.g., vertex nodes to vertices, mid-side nodes to edges, and so on. This constraint has the consequence that changes in \(T_h\), e.g., edge swaps, induces changes in \(X_h\), e.g., redefinition of mid-side nodes. For every element \(e\) in the triangulation the standard isoparametric framework conveniently supplies the local embeddings

\[
\Psi^e_h(\xi) = \sum_{a=1}^{n_{e\text{node}}} \hat{N}_a(\xi) \ X^e_a \tag{5}
\]

\[
\psi^e_h(\xi) = \sum_{a=1}^{n_{e\text{node}}} \hat{N}_a(\xi) \ x^e_a \tag{6}
\]

of the standard element domain \(\hat{\Omega}\) into \(\mathbb{R}^3\). In the above representations \(\xi\) are the natural coordinates over \(\hat{\Omega}\); \(\hat{N}_a\) are the standard shape functions over \(\hat{\Omega}\); \(n_{e\text{node}}\) is the number of nodes in element \(e\) (e.g., \(n_{e\text{node}} = 4\) for simplicial tetrahedral elements and \(n_{e\text{node}} = 10\) for quadratic tetrahedral elements); and \(\{X^e_a, e = 1, \ldots, n_{e\text{node}}\}\) and \(\{x^e_a, e = 1, \ldots, n_{e\text{node}}\}\) are the undeformed and deformed nodal coordinates of element \(e\), respectively. The mappings \(\Psi^e_h\) and \(\psi^e_h\) are required to be diffeomorphisms, i.e., bijective, differentiable, and with differentiable inverse; and \(\{\Omega^e = \Psi^e_h(\hat{\Omega}), e = 1, \ldots, n_{\text{element}}\}\) is required to define a partition of \(\Omega\). The deformation mapping for element \(e\) then follows as

\[
\varphi^e_h = \psi^e_h \circ \Psi^e_h^{-1} = \sum_{a=1}^{n_{e\text{node}}} N^e_a \ x^e_a, \tag{7}
\]

where

\[
N^e_a = \hat{N}_a \circ \Psi^e_h^{-1} \tag{8}
\]

are the element shape functions over \(\Omega^e\). We shall append the usual requirement of conformity, i.e., that \(\varphi^e_h\) be the restriction to \(\Omega^e\) of a continuous mapping \(\varphi_h\). This places topological restrictions on the triangulation and constraints on the standard shape functions. By the linearity of the interpolation it follows that

\[
\varphi_h = \sum_{a=1}^{n_{\text{node}}} N_a \ x_a, \tag{9}
\]
where $N_a$ are the nodal shape functions over $\Omega$. For the coordinates $x_h$ to be admissible, they must additionally be consistent with the displacement boundary conditions (1b).

By virtue of the preceding representations, the potential energy of the discretized solid follows as

$$I_h(x_h, X_h, T_h) = I(\varphi_h)$$

(10)

Thus, in addition to being a function of deformation $I_h$ is also a function of the discretization of the domain. The principle of minimum potential energy compels us to minimize $I_h$ over its entire domain of definition and thus leads to the discrete minimum problem

$$\inf_{(x_h, X_h, T_h) \in X_h} I_h(x_h, X_h, T_h)$$

(11)

where $X_h$ is the discrete configuration space of the solid. For ease of reference, we enumerate the constraints that define $X_h$:

C1 $T_h$ is a abstract simplicial complex.

C2 The embeddings $\Psi_h^e : \hat{\Omega} \to \mathbb{R}^3$ and $\psi_h^e : \hat{\Omega} \to \mathbb{R}^3$ are diffeomorphic.

C3 $\{\Omega^e = \Phi_h^e(\hat{\Omega}), e = 1, \ldots, n_{\text{element}}\}$ defines a partition of $\Omega$.

C4 The discretization is conforming, i.e., $\varphi_h^e = \psi_h^e \circ \Phi_h^{-1}$ is the restriction to $\Omega^e$ of a continuous mapping $\varphi_h$.

C5 The deformations are admissible, i.e., $\varphi_h = \varphi$ on $\partial \Omega_1$.

The solution of the minimum problem (11) is not without difficulty. Thus, the constraint C3 that the triangulation span $\Omega$ introduces an interplay between discretization and the geometry of the domain; the function $I_h(x_h, X_h, T_h)$ may be strongly nonconvex in the first two variables; and the minimization of $I_h(x_h, X_h, T_h)$ with respect to the triangulation is an exceedingly complex discrete minimization problem. The remainder of the paper is devoted to the formulation of solution procedures that effectively address these difficulties.

4 OPTIMIZATION OF THE NODAL COORDINATES

We begin by considering the subproblem of (11) obtained by minimizing $I_h(x_h, X_h, T_h)$ with respect to $(x_h, X_h)$ while keeping the triangulation $T_h$ unchanged. In addition, in order to preserve the boundary representation of the domain we begin by enforcing the following constraints:

1. Vertices are fixed points of the reference configuration.
2. Edge nodes are required to remain within their edges.
3. Face nodes are required to remain within their faces.

These constraints introduce boundary conditions in the minimization of $I_h(x_h, X_h, T_h)$ with respect to $X_h$. In particular, the number of nodes in each surface edge and face remains unchanged. The general minimization problem, including the optimization of the connectivity of the mesh, is considered subsequently in § 5. A more general implementation that relaxes the constraints on the number of surface nodes is presented in § 6.
4.1 Solution strategies based on a Newton iteration

Provided that $I_h$ is sufficiently differentiable, whenever $x_h$ and $X_h$ are independent a necessary condition for $(x_h, X_h)$ to be a minimum is

$$r_h := \frac{\partial I_h}{\partial x_h} = 0 \quad (12a)$$

$$R_h := \frac{\partial I_h}{\partial X_h} = 0 \quad (12b)$$

On the displacement boundary $\partial \Omega_1$, $x_h$ and $X_h$ are related according to

$$\delta x_h = \frac{\partial \Phi}{\partial X_h} \delta X_h. \quad (13)$$

and, hence, are not independent. By virtue of this constraint, at $\partial \Omega_1$ the stationarity condition of the functional $I_h$ with respect to $X_h$ is

$$\frac{\partial I_h}{\partial X_h} + \frac{\partial I_h}{\partial x_h} \frac{\partial \Phi}{\partial X_h} = 0. \quad (14)$$

Instead of (12a) and (12b).

Explicit expressions for the residuals $(r_h, R_h)$ and they linearization have been derived in [9–11]. Based on these expressions, a Newton iteration for the solution of the minimum problem (4) may be attempted. However, this iteration fails to converge in general. The essential difficulties are:

1. The minimizers can be vastly non-unique. A case in point is provided by constant strain deformations, in which case the discrete energy $I_h$ is independent of the nodal coordinates $X_h$.

2. The Hessian matrix can be singular. By way of illustration, consider the linearized problem near the undeformed configuration. In this case one finds

$$\frac{\partial^2 I_h}{\partial X_h^2} = \frac{\partial^2 I_h}{\partial x_h^2} = - \frac{\partial^2 I_h}{\partial x_h \otimes \partial X_h} = - \frac{\partial^2 I_h}{\partial X_h \otimes \partial x_h} \quad (15)$$

which is clearly singular. Additional examples of this source of degeneracy are given in Subsection 4.3.

3. The minimization problem is non convex in general. This lack of convexity is illustrated by the examples presented in Subsection 4.3, for which the Hessian matrix is found to have a number of negative eigenvalues.

4.2 Viscous regularization of the configurational forces

Askes et al. [12] have proposed a dynamic constraint for eliminating the rank-deficiency of the system of equations. The procedure consists of checking if the absolute value of a component of the residual $R_h$ associated with $X_h$ is lower than a numerical tolerance. If so, the corresponding equation is eliminated from the Newton step. However, the rank-deficiency of the Hessian is not necessarily equal to the number of vanishing components of $R_h$, i.e., the null subspace of the Hessian need not coincide with the space spanned by the degrees of freedom.
in configurational equilibrium, and the rank-deficiency of the system is not eliminated by con- 
straining the latter space. In addition, the modes corresponding to negative eigenvalues are not 
stabilized by the procedure.

We propose an alternative stabilization strategy based on a \textit{viscous regularization} of the 
configurational forces. To this end, we replace problem (11) by the following sequence of 
problems:

\[
\inf_{(x_{n+1}, X_{n+1}) \in X_h} I_n(x_{n+1}, X_{n+1}) \tag{16}
\]

where \( n = 0, \ldots, (x_0, X_0) \) is given, and

\[
I_n(x_{n+1}, X_{n+1}) := I_h(x_{n+1}, X_{n+1}) + \alpha \|X_{n+1} - X_n\|^2 \tag{17}
\]

is a regularized incremental energy function in which \( \alpha \geq 0 \) is a numerical parameter and \( \|\cdot\| \) is the \textbf{EUCLIDEAN} norm. The function \( I_n(x_{n+1}, X_{n+1}) \) is the potential for the equations resulting 
from a backward-Euler time discretization of the gradient flow

\[
\frac{\partial I_h}{\partial x_h} = 0 \tag{18a}
\]

\[
\frac{dX_h}{dt} + \frac{\partial I_h}{\partial X_h} = 0 \tag{18b}
\]

The stationarity conditions are now

\[
\frac{\partial I_n}{\partial x_{n+1}} = r_{n+1} = 0 \tag{19a}
\]

\[
\frac{\partial I_n}{\partial X_{n+1}} = R_{n+1} + 2 \alpha (X_{n+1} - X_n) = 0 \tag{19b}
\]

and the corresponding Hessian is

\[
\frac{\partial^2 I_n}{\partial x_{n+1}^2} = \left. \frac{\partial^2 I_h}{\partial x_h^2} \right|_{x_{n+1}, X_{n+1}} \tag{20a}
\]

\[
\frac{\partial^2 I_n}{\partial x_{n+1} \partial X_{n+1}} = \left. \frac{\partial^2 I_h}{\partial x_h \partial X_h} \right|_{x_{n+1}, X_{n+1}} \tag{20b}
\]

\[
\frac{\partial^2 I_n}{\partial X_{n+1}^2} = \left. \frac{\partial^2 I_h}{\partial X_h^2} \right|_{x_{n+1}, X_{n+1}} + 2 \alpha 1 \tag{20c}
\]

From Equation (20c) it follows that the regularized Hessian can be made positive definite 
by choosing \( \alpha \) sufficiently large. In addition, if the iteration converges, it follows that \( \|X_{n+1} - X_n\| \to 0 \). Consequently, the viscous term in (19b) becomes negligibly small as convergence 
is attained.

In calculations we use a modified \textsc{Newton’s} iteration including an \textsc{Armijo}-type line 
search strategy and a modified \textsc{Cholesky} factorization [22]. In addition, the search directions 
are checked by an angular criterion [23] in order to verify that they define descent directions. 
Consequently, the sequence of energies generated by the iterative solution is monotonically 
decreasing and the solution converges a minimizer of the original problem (11).

The resulting stabilized iterative procedure can be summarized as follows.

1. Initialize \( x_h = x_0, X_h = X_0 \), set \( n = 0 \).
2. Compute the solution \((x_{n+1}, X_{n+1})\) of the regularized problem (16) by a \textsc{Newton} iteration.

3. If \(|x_{n+1} - x_n| < \text{TOL}\) and \(|X_{n+1} - X_n| < \text{TOL}\) exit.

4. Reset \(n\) to \(n + 1\), go to 2.

Since the iterative procedure produces a monotonically decreasing sequence of energies and, under displacement control, the energy is bounded below, the energy is guaranteed to converge. It should be carefully noted that the choice of \(\alpha\) influences the rate of convergence. In particular, a large \(\alpha\) tends to slow down convergence. Hence, in calculations we set \(\alpha\) to the smallest value resulting in a strictly convex incremental energy function \(I_n\). In particular, we choose \(\alpha\) such that the spectrum of \(\nabla^2 I_n\) is minorized by a prespecified tolerance \(\text{TOL}\). It should be noted that, by this criterion, if the original problem is strictly convex, \(\alpha = 0\) and the problem is not regularized.

### 4.3 Example: Stretching of a slab

Our first example concerns the stretching of a slab of dimensions \(L \times L \times L/4\). The slab is clamped on two opposite sides and is subjected to prescribed extensional displacements. The nominal stretch ratio is 1.5 and the entire deformation is applied in one step. The discretization of the domain is coarse and contains 80 elements. In all examples, the material is neo-Hookean with strain-energy density

\[
W(F) = \frac{1}{2} \lambda \log^2 J + \frac{1}{2} \mu (|F|^2 - 3 - 2 \log J),
\]

In calculations the \textsc{Lamé} constants are set to \(\lambda = 12115.38\ \text{MN/m}^2\) and \(\mu = 8071.92\ \text{MN/m}^2\), respectively. A similar problem was analyzed in [8] and [12]. However, in contrast to those references we use three-dimensional tetrahedral elements and allow the nodes to move within the boundary.

The undeformed and the computed deformed configuration in the absence of mesh adaption are shown in Figure 1. The energy \(I_h\) corresponding to this solution is \(I_h^{(1)} = 577.859\ \text{MNm}.

![Figure 1: Stretching of a neo-Hookean hyperelastic block. Fixed-mesh solution: a) Undeformed configuration; b) deformed configuration.](image-url)
By way of comparison, the results obtained by means of the variational $r$-adaptive scheme are shown in Figure 2. As may be observed in this figure, the nodes move towards the clamped sides. The energy returned by the adaptive scheme is $I_h^{(2)} = 562.300 \text{ MNm}$, or a 2.8% reduction with respect to the non-adaptive scheme. In order to gauge the effect of the motion of the nodes on the boundary we proceed to constrain that motion on two boundary faces. The optimized undeformed and deformed configuration are shown in Figure 3. The resulting energy is now $I_h^{(3)} = 569.678 \text{ MNm}$, which represents a 1.4% reduction from the non-adaptive energy $I_h^{(1)}$. As expected, $I_h^{(1)} \geq I_h^{(3)} \geq I_h^{(2)}$ and the addition of constraints on the motion of boundary nodes wipes out about half the energy gain due to adaptation. This test suggests that the motion of the boundary nodes is important and cannot be neglected in general.

The convexity of the minimization problem and the singularity of the Hessian can be monitored by means of the eigenvalues of $\nabla^2 I_h$, Figure 4. The dashed and solid lines in the figure correspond to the converged $r$-adaptive scheme and a predictor step, respectively. Owing to the large number of null or nearly-null eigenvalues the problem is highly singular. Furthermore, the smallest eigenvalue obtained for the predictor step is $\lambda_{\text{min}} = -5.19745$, which illustrates the lack of convexity of the problem. In consequence, a direct Newton’s iteration applied to the unregularized problem does not converge in general. However, it should be noted that two-dimensional problems and boundary motion constraints, such as considered by [12], add to the stability of the problem. Under those conditions it is often possible to solve for the $r$-adapted solution directly without regularization.

5 ENERGY-BASED MESH IMPROVEMENT

Next we turn to the full minimization problem (11), which includes the determination of the energy-minimizing triangulations $T_h$. Evidently, the triangulation of a node set is not unique, and the discrete energy depends on the precise manner in which the node set is triangulated. Thoutireddy and Ortiz [9, 10] constrained the mesh so as to remain Delaunay at all times, and the Delaunay condition was enforced by means of local Lawson flips [15, 16]. In two dimensions and in the context of potential theory, the Delaunay triangulation does indeed minimize the energy of the body among all possible triangulations [24]. However, in three dimensions
Figure 3: Stretching of a neo-Hookean hyperelastic block. \( r \)-adapted solution (without mesh-improvement or node migration to and from the surface) with surface nodes constrained on two boundary faces: a) Undeformed configuration; b) deformed configuration.

Figure 4: Stretching of a neo-Hookean hyperelastic block. Distribution of the eigenvalues of \( \nabla^2 I_h \): a) For a predictor step defined by the standard minimization principle (11); b) for the converged solution.
and for general energies the Delaunay triangulation is not necessarily energy-minimizing. In the context of finite elasticity, where the principle of minimum potential is paramount, it is more natural to demand that the mesh connectivity itself, in addition to the mesh geometry, be energy minimizing.

Let $T_h$ denote a particular triangulation of the node set defined, e.g., by means of a connectivity table. The connectivity table is subject to topological constraints ensuring that the triangulation of the node set define a simplicial complex and the interpolation be conforming. Problem (11) is discrete as regards the connectivity optimization and, therefore, its exact solution is generally unattainable for large problems. For instance, for a two-dimensional mesh of $N$ nodes [13] have obtained the lower bound $0.092 \cdot 2.33^N$ on the number of possible triangulations, which is a staggering number for large meshes. Instead of attempting an exhaustive search of the absolute energy-minimizing triangulation, we shall be content to determine triangulations that are local minima of the energy, i.e., triangulations that minimize the energy with respect to a certain class of variations.

According to [25], any triangulation of a two-dimensional node set can be attained by means of a finite sequence of local transformations, or edge swaps. These transformations are sometimes called LAWSON flips [14] and consist of swapping the diagonals of the quadrilateral defined by pairs of adjacent triangles. This strategy can be extended to $n$-dimensional triangulations [14]. However, in general dimensions it is not known whether an arbitrary triangulation can be attained by the application of a finite sequence of local transformations to a given mesh. In three dimensions the local transformations represent all possible triangulations of five non-coplanar vertices of adjacent tetrahedra [14]. These transformations can be classified as T23, T32, T22 and T44 according as to whether $T_{ij}$ transforms $i$ elements into $j$ elements [15, 16].

Suppose that $(x_h, X_h)$ are fixed and let $\mu(T_h)$ denote the potential energy $I_h(x_h, X_h, T_h)$ regarded as a function of the connectivity $T_h$. The objective is to determine the triangulation $T_h$ that minimizes $\mu(T_h)$ with respect to all local transformations $T_{ij}$. To this end, following Joe [26] we begin by listing the faces that are removed by the application of a local transformation. Next, the face list is traversed sequentially and the local optimality of the faces with respect to the function $\mu$ is evaluated. Thus, the face is said to be locally optimal if $\mu$ is increased by the application of all transformations $T_{ij}$ that remove the face. If a face is $\mu$-locally optimal then no transformation is applied. Otherwise, the best possible local transformation is selected. The algorithm terminates when all faces are locally optimal.

Evidently, by virtue of the energy criterion the application of a local transformation necessarily decreases the energy. However, a locally energy-minimizing mesh is not necessarily globally energy-minimizing, since only local optimality is ensured. Thus, the algorithm just described does not guarantee that a mesh not attainable by local transformations does not decrease the energy further. It should be noted that in applying the preceding algorithm a list of excluded faces that are not to be removed can be specified arbitrarily. In particular, the algorithm can be applied in such a way as to leave the boundary of the body unchanged. It should also be carefully noted that the algorithm applied to minimization problems in general and that it can be applied independently of the $r$-adaptive procedure described in the foregoing.

Energy-driven mesh-optimization transformations can be built into the $r$-adaptation procedure (4.2) simply as follows:

1. Initialize $x_h = x_0, X_h = X_0, T_h = T_0, \text{set } n = 0$.

2. Compute the solution $(x_{n+1}, X_{n+1}, T_{n+1})$ of the regularized problem (16) by a NEWTON iteration.

3. Perform energy-minimizing mesh transformations to obtain $(x_{n+1}, X_{n+1}, T_{n+1})$. 
4. If \(|x_{n+1} - x_n| < TOL, |X_{n+1} - X_n| < TOL\) and \(T_n = T_{n-1}\) exit.

5. Reset \(n\) to \(n + 1\), go to 2.

Again, the iterative procedure produces a monotonically decreasing sequence of energies and since, under displacement control, the energy is bounded below, the energy is guaranteed to converge. Mesh transformations become important and need to be performed in the course of \(r\)-adaptation. Indeed, the motion of the nodes may lead to mesh entanglement if the transformations are not performed. Conversely, a constant mesh connectivity constitutes a topological constraint that severely limits the meshes that can be attained by \(r\)-adaptivity.

5.1 Example: Bending of a notched beam

Our next example concerns the bending of a notched beam of dimensions 101.6 × 25.4 × 12.7 [mm], Figure 5. The length of the notch is 8.47 mm. The beam is clamped at both ends. A vertical displacement is applied to a 3.9 mm region of the top surface centered on the symmetry plane. The material is neo-Hookean hyperelastic with strain-energy density (21). The LAMÉ constants are set to \(\lambda = 12115.38\) N/mm\(^2\) and \(\mu = 8071.92\) N/mm\(^2\), which corresponds to a YOUNG’s modulus \(E = 21000\) N/mm\(^2\) and a POISSON’s ratio \(\nu = 0.3\). The energy tolerance for the termination of the iterative solution scheme is set to \(1.0 \times 10^{-5}\). We exploit the symmetries of the problem to reduce the domain of analysis to one half of the beam. The problem illustrates the behavior of the \(r\)-adaptation method in the presence of strong singularities such as crack tips and corners.

The deformation of the initial finite element mesh is shown in Figure 5. It contains 392 nodes and 1170 tetrahedral elements (half of the structure). The corresponding energy is \(I_{h}^{(1)} = 75506.8\) MNm.

The solution obtained by means of the \(r\)-adaptation procedure including energy-based mesh improvements is shown in Figure 6. The energy of the adapted solution is \(I_{h}^{(2)} = 69672.2\) MNm, corresponding to a 8.4% reduction with respect to the fixed-mesh solution. As is evident from the figure, the nodes move towards to regions of highest strain-energy density, namely, the tips of the notches, the region under the center loads, and the corners at the clamped ends. The reconstruction of the mesh in those regions resulting from the energy-based mesh improvements is particularly noteworthy. For instance, a careful examination reveals that the optimal mesh is highly anisotropic in the region of the crack tip. The anisotropy of the mesh stands to reason since the solution near the tip varies slowly along the crack front and rapidly normal to it. That the energy-based criterion should discern this feature of the solution and adapt the mesh to it is quite remarkable.

6 NODE MIGRATION IN AND OUT OF THE BOUNDARY

Throughout the preceding developments we have enforced the constraint that surface nodes remain in the surface and move within their corresponding surface component, namely within their faces or edges; and that vertices in the boundary representation of the domain remain fixed. As a consequence of these constraints, the number of nodes in every edge and face of the boundary remains constant. These boundary conditions introduce topological constraints that limit the range of attainable meshes. A more general and flexible approach that allows nodes to migrate in and out of the boundary is presented next.
Figure 5: Bending of a neo-Hookean hyperelastic notched beam. Fixed-mesh solution. One-half of the beam is discretized into 392 nodes and 1170 tetrahedral elements.

Figure 6: Bending of a neo-Hookean hyperelastic notched beam. \( r \)-adapted solution with energy-based mesh-improvement (without node migration to and from the surface): a) Undeformed configuration; b) deformed configuration. The solution is symmetric about the plane of the notch and only one half of the beam is shown in the figures.
Node migration from the interior to the boundary can happen spontaneously during the solution scheme presented in the foregoing and requires no additional algorithmic development. When an interior node collides with the boundary, zero volume elements, or slivers, are generated. These slivers are then eliminated during the mesh-improvement phase of the solution.

In order to have a practical $O(N)$ method for allowing nodes to migrate out of the boundary we make two approximations: we localize the problem by considering one boundary node and its ring of adjacent elements in turn; and we estimate the energy release locally by fixing the remaining nodes of the model. Thus, the algorithm is applied by traversing the boundary nodes in turn. For each node that is not a vertex we identify the ring of elements adjacent to the node, or *local neighborhood*. Next we push the node inside its local neighborhood and reconstruct the local mesh. In so doing, care must be exercised in ensuring that all vertices, edges and faces in the boundary representation of the domain be preserved. Based on this new mesh topology, we effect a local optimization consisting of: equilibrating the node, now in the interior; and optimizing its position and the local triangulation. In the course of this local optimization we hold fixed the displacements and positions of all remaining nodes in the model. We then accept the move if the energy release $-\Delta I_{\text{loc}}$ thus estimated is positive and exceeds a prespecified tolerance; and we leave the node unchanged otherwise.

The complete $r$-adaptation procedure accounting for boundary node migration is:

1. Initialize $x_h = x_0, X_h = X_0, T_h = T_0$, set $n = 0$.
2. Compute the solution $(x_{n+1}, X_{n+1}, T_{n+1})$ of the regularized problem (16) by a \textsc{Newton} iteration.
3. Perform energy-minimizing mesh transformations to obtain $(x_{n+1}, X_{n+1}, T_{n+1})$.
4. Migrate boundary nodes into the interior.
5. If $\|x_{n+1} - x_n\| < \text{TOL}, \|X_{n+1} - X_n\| < \text{TOL}, T_n = T_{n-1}$ and no boundary nodes migrate into the interior exit.
6. Reset $n$ to $n + 1$, go to 2.

As in the preceding cases, the iterative procedure produces a monotonically decreasing sequence of energies that, under displacement control, are bounded below and, hence, the energy is guaranteed to converge. We note that the energy release $-\Delta I_{\text{loc}}$ computed from the local procedure is a lower bound on the maximum energy release $-\Delta I_h$ attainable by the migration of the node to the interior. This makes the scheme conservative, i. e., it tends to suppress node migration into the interior. Evidently, better local energy release estimates can be obtained—at some increase in computational complexity—by considering larger local neighborhoods of the boundary nodes including additional rings of elements. The algorithm guarantees that node migration from the boundary indeed lowers the energy of the body. In addition, the migration of each boundary node requires the solution of a local problem involving six degrees of freedom only, and the algorithm is $O(N)$ as desired.

Considerable speed-up may also be achieved in some cases by a simple screening criterion based on the magnitude and direction of the configuration forces. Thus, if $a$ is a surface node located at a point of smoothness of a face in the boundary representation of the domain, $N_a$ is the outward normal at $a$ and $R_a$ is component of $R_h$ at $a$, then

$$f_a = R_a \cdot N_a$$ (22)
is the configuration force tending to push the node into the interior. Equivalently, \( R_a \cdot N_a \) is the energy-release rate corresponding to an infinitesimal migration of the node into the interior. If \( a \) is a non-smooth point of the boundary, the corresponding configurational force is

\[
 f_a = \max_{N_a \in \mathcal{K}_a} R_a \cdot N_a
\]  

(23)

where \( \mathcal{K}_a \) is the outward normal cone at \( a \). We can then conveniently target surface nodes for possible migration into the interior if \( f_a \) exceeds a certain tolerance, and skip over them otherwise.

### 6.1 Example: Bending of a cantilever beam

Our final example concerns the bending of a cantilever beam of dimensions \( L \times L/4 \times L/8 \). The tip of the beam is given a deflection of magnitude \( L/8 \) at two nodes. The material is neo-Hookean hyperelastic with strain-energy density (21). The Lamé constants are set to \( \lambda = 12115.38 \, \text{N/mm}^2 \) and \( \mu = 8071.92 \, \text{N/mm}^2 \), which corresponds to a Young’s modulus \( E = 21000 \, \text{N/mm}^2 \) and a Poisson’s ratio \( \nu = 0.3 \). The energy tolerance for the termination of the iterative solution scheme is set to \( 1.0 \times 10^{-5} \).

The initial discretization contains 54 nodes and 80 tetrahedral elements, Figure 7(a). By way of comparison, the deformation computed without adaption is shown in Figure 7(b). The corresponding energy is \( I_h^{(1)} = 57.0510 \, \text{MNm} \).

Next, we recalculate the problem by means of the proposed \( r \)-adaptation procedure. In the calculation we exercise the energy-based mesh-improvement strategy but do not allow for node migration in and out of the surface. The resulting extended system has 202 degrees of freedom. The computed optimal node location and triangulation are shown in the undeformed and deformed configurations in Figures 8(a) and Figures 8(b), respectively. It is evident from these figures that the nodes move towards the clamped end, i.e., towards the region of highest energy density. The corresponding energy is \( I_h^{(2)} = 52.9402 \, \text{MNm} \), i.e., an improvement of about 7.8% with respect to the fixed-mesh solution. In this particular example the initial Delaunay triangulation happens to be locally optimal and no mesh improvement operations need to be performed.
Finally, we recalculate the problem including \( r \)-adaptation, energy-based mesh-improvement and node migration in and out of the surface. The surface node that has the greatest inward configurational force is marked by a white circle in Figure 8(a). This node ends up leaving the surface and entering the interior of the domain. The computed optimal node location and triangulation are shown in the undeformed and deformed configurations in Figures 9(a) and Figures 9(b), respectively. The final mesh contains 86 elements. The reconstruction of the mesh in the vicinity of the clamped end is particularly noteworthy. The final energy computed by means of the complete \( r \)-adaptation procedure is \( I_h^{(3)} = 52.2553 \) MNm, corresponding to a 9.2% reduction with respect to the fixed-mesh solution.

7 CONCLUSION

In conclusion we emphasize that, for the large deformation problems presented in the foregoing, there is no natural framework for error estimation for several essential reasons: the problems may lack existence or uniqueness; and the space of solutions may lack a natural linear—much less normed—space structure. Under these conditions, the only possible driver for mesh adaptation, be it \( r \), \( h \) or \( p \), is the variational principle itself. The examples presented in the foregoing illustrate the uncanny ability of energy minimization to generate highly anisotropic mesh refinement in regions of high energy density and non-intuitive mesh patterns. The examples also show that Delaunay triangulation fails to be energy-minimizing in general.

The difficulties and limitations of the approach should also be noted carefully. The mesh adaptation problem is highly non-convex and has discrete components, namely, the determination of the optimal triangulation and the partitioning of the nodes between the interior and the boundary. However, as the present work demonstrates these difficulties are far from intractable and can be effectively addressed by means of advanced solution procedures and algorithms. Another clear issue is that \( r \)-adaptation may add significantly to the solution cost. In particular, the trade off between variational \( r \), \( h \) and \( p \) adaption are not well understood at present and should be the focus of further research.
Figure 9: Bending of a neo-Hookean hyperelastic cantilever beam. \( r \)-adapted solution with energy-based mesh-improvement and node migration to and from the surface: a) Undeformed configuration; b) deformed configuration. The surface node marked with a white circle in Fig. 8(a) migrates into the interior of the domain.
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